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1. Introduction

Wireless Sensor Networks (WSNs) have been widely adopted to collect, process, transmit and receive on-the-spot data instead of human labors, especially in hush environment. Normally, nodes in a WSN are very hard or even impossible to be recharged or replaced. Moreover, for a sensor node, usually limited energy is supplied with batteries. These challenges need high level of autonomy and self-organization of each sensor node in the network (Baccour et al., 2012). Hence, each node must be capable to acquire some other nodes’ information deployed in the same region of interest. By processing these information, nodes are able to automatically make decisions and change their sleep status. In recent research, many literatures about Energy balancing techniques for WSNs have been discussed (Zhangbing et al., 2014a; Kai et al., 2012) and the fusion of WSNs and other network techniques is increasingly studied (Zhangbing et al., 2014b; Luís et al., 2014; Joel and Paulo, 2010).

Sleep Scheduling mechanism is currently an efficient method to manage the entire network and make the energy management more efficient (Zhu et al., 2014). To save the energy, the key point of Sleep Scheduling mechanism is to automatically and deliberately shut down subsets of nodes while remain other nodes alive in each given time interval. By applying SS mechanism, each node in the network has opportunity to “sleep” instead of “being awake” all the time, while the connectivity of the entire network is not affected during the lifetime of the network (Zhu et al., 2012). However, the discovery of other nodes is implemented by broadcasting the relevant information from each node, which is called beacon data, to all its neighbors, and all neighbors must then broadcast their information back in every time interval, which cost a lot of communication energy. Furthermore, in WSNs, the energy consumption of sending a single bit of data is at least 480 times as much as performing one addition instruction by CPU (Kimura and Latifi, 2005), which means if the total transmission times of a network during its lifetime is reduced by one, 480 addition instructions can be completed. How to reduce the transmission times of a network while keeping the network connectivity becomes a difficulty in the study of energy management in WSNs.

Motivated by the challenges above, in this paper we propose a Software-Defined Network (SDN) based SS algorithm to reduce the total transmission time of a network during its lifetime while maintaining the network connectivity, hence prolong the network lifetime. EC-CKN algorithm is regarded as the prototype of our algorithm since the residual energy is the criterion considered by each node when judging its status in the current interval. The rest of this paper is organized as follows. In Section 2, the related work including EC-CKN algorithm and SDN technology will be briefly...
introduced. Then in Section 3, the proposed SDN based SS will be presented in detail. The results and analysis are shown in Section 4. Finally, we conclude the paper in Section 5.

2. Related work

It is important to prolong the lifetime of the entire network and manage the energy of the network more efficiently. Multiple Sleep scheduling algorithms have been proposed by researchers in recent study to balance the energy consumption and prolong the lifetime of the network.

2.1. Sleep scheduling mechanisms

Yaxiong and Jie (2010) proposed a generic duty-cycling scheduling method based on stochastic theory; Chih-fan and Mingyan (2004) presented specific scheduling algorithms within each approach and analyzed their coverage and duty cycle properties. In Nath and Gibbons (2007) and Zhuxiu et al. (2011), two famous Sleep Scheduling algorithms were designed, which are called Connected K-Neighborhood (CKN) algorithm and an improved CKN: Energy Consumed uniformly-Connected K-Neighborhood (EC-CKN) algorithm, respectively. Both Sleep Scheduling algorithms can efficiently close the relatively low-power nodes while maintaining both network connectivity and reasonable routing latency. In CKN algorithm, each node is K-connected which means that for any node in the network, if it has more than K alive neighbors, then it decides to close itself; and if its number of neighbors is less than K, the node remains awake. CKN algorithm is a distributed SS algorithm which can effectively prolong the lifetime of each node and the entire network. However, the energy in CKN algorithm cannot guarantee to be uniformly consumed (Zhuxiu et al., 2011). Different from CKN algorithm, EC-CKN algorithm considered the remaining energy of each node on the basis of CKN, which can balance the energy consumption of the entire network and simultaneously keep the network K-connected.

Detailed procedure of EC-CKN is shown in Fig. 1 (Zhuxiu et al., 2011). We decide to choose EC-CKN as the fundamental algorithm of our SDN based algorithm because its judgement criterion is relevant to the nodes’ residual energy, which can directly reflect the energy consumption of the entire network. In our SDN-ECCKN algorithm, SDN based architecture is adopted instead of traditional WSN to remove the broadcasting procedures and hence reduce the total transmission times. In Table 1, from step 2 to step 3, each node broadcasts twice to obtain its 1-hop and 2-hop nodes’ status, which are used for the later judgement of its own status. These two broadcasting procedures for each node in each interval cost a lot of communication energy.

Fig. 1. Differences between traditional and SDN architecture. (a) Traditional WSN architecture. (b) SDN architecture.
2.2. Software-defined network

Since firstly proposed by McKeown et al. (2008), SDN has been paid more and more attention due to its unique and innovative features and superiorities, which has been deployed to multiple types of networks instead of traditional network architectures, such as campus networks (McKeown et al., 2008), cellular network (Li et al., 2012), data centers (Banikazemi et al., 2013), etc. The key technology in SDN is called OpenFlow (Lara and Kolasani, 2014), which is likewise the most different part compared to traditional network. OpenFlow is able to separate the computational unit and transmission unit of a single device. Every computation is completed in the controller rather than the devices themselves and all information is exchanged only through switch (Hata, 2013). In SDN, people are able to manage and configure the network device on demand via controller. Multiple network parameters, for example bandwidth or throughput, can be directly controlled by users rather than ISP (Xiangxin et al., 2013), which means the entire network can be managed more flexibly. Figure 2 shows the traditional network architecture (a) and the SDN architecture (b).

In Fig. 1(a), each node in traditional WSN architecture consists of 3 modules: a computation unit (usually a micro CPU), a communication unit (transceiver) and a cache that is used for storing collected data and corresponding forwarding tables. In traditional WSN, each node is directly connected to each other or indirectly connected but through intermediate nodes (Al-Turjman et al., 2013). At the beginning of data transmission, every node needs to calculate on demand by computation unit and broadcast the relevant data stored in cache several times to its every neighbor (Lee et al., 2013) via communication unit in each time interval, which consumes high communication energy.

However, in Fig. 2(b), the computation unit has been removed from each node. All computation is processed by the controller, which usually has powerful computation capability and constant power supply. Decisions are made only by the controller and then the switch forwards these decisions to each device. Each device only consists of a communication unit and a cache unit to communicate with switch and each device is directly controlled by the controller. There are no broadcasting procedures at the beginning of the data transmission, which decreases the total transmission time of the network.

Our SDN-ECCKN algorithm adopts the characteristics of SDN, hoping to reduce the total transmission times during the network lifetime and hence prolong the lifetime of the network. We use ECKN algorithm as our fundamental algorithm, while apply SDN architecture instead of traditional one to implement Sleep Scheduling mechanism.

3. SDN-ECCKN algorithm

3.1. Simulation model

In this paper, the simulation area is a square with 200 × 200, in which 150 sensor nodes are randomly deployed. A single radio interface is embedded in each node, in which the same energy level is allocated at the beginning of the simulation. In this simulation, nodes are automatically alive or closed in different time intervals according to our algorithm, and the length of time interval is T. This type of network is called time-varying connectivity (TVC) network (Nath and Gibbons, 2007). In TVC network, the number of awake nodes in the global topology and the number of awake neighbors for each node are highly dynamic in each time interval T throughout the entire simulation. Assume that the packets’ size keeps the same throughout the simulation time. The energy that a node transmits an l-bit long packet over distance d is defined as follows (Zhuixiu et al., 2011):

\[
E_r(l, d) = E_{elec} \cdot l + E_{amp} \cdot l \cdot d^2
\]

(1)

where \(E_{elec}\) is the electrical energy that a node sends or receives 1-bit data and \(E_{amp}\) is the transmit amplifier. The energy that a node needs to receive this packet is

\[
E_k(l) = E_{elec} \cdot l
\]

(2)

The network model is described as follows:

A WSN \(W\) can be described as:

\[W = \{(N_i, E_i)\}, \quad i \in [1, n]\]

(3)

where \(N_i\) denotes the current node and \(E_i\) denotes the energy of \(N_i\). The total number of nodes in \(W\) is \(n\).

Assume the neighbor nodes of \(N_i\) is

\[\text{Neighbor}_i = \{N(j), E(j)\}, \quad j \in [1, q_i]\]

(4)

where \(q_i\) is the number of neighbors of node \(N_i\). The lifetime of a WSN is defined as

\[W_l = \frac{\sum_{i=1}^{n} T(N_i)}{n}\]

(5)

where \(T(N_i)\) is the lifetime that node \(N_i\) exhausts from the beginning.

At the beginning, the transmission radius of each node in the WSN topology is set to the same, \(r\). Actually, \(r\) must satisfy that the connectivity of the entire WSN must be close to 1, which means the WSN should be full-connected (every node in the WSN topology must be directly connected or indirectly connected via intermediate nodes). A simple example of a full-connected WSN is

![Fig. 2. A simple example of a full-connected network.](image-url)
3.2. SDN-ECCKN algorithm

In the proposed SDN-ECCKN algorithm, the lifetime of a single node consists of multiple intervals. Each time interval can be divided into two slices: beacon slice and execution slice, which is shown in Fig. 3. In the beacon slice, each node keeps awake to send beacon information to the controller following the route in the initial network topology (since all nodes are awake). Because only the transmission energy consumption is considered, we assume that the full network topology has already been acquired by the controller at the beginning of our simulation. The energy cost of the full topology acquisition procedure can be neglected since the controller is usually connected to a constant power source. Different from the main data, beacon data has much smaller size which only includes the status of the nodes such as sleeping status, the node ID of the next hop and its residual energy. Then the controller calculates the sleeping status of each node and updates the routing topology of the global network according to these received beacon data by applying EC-CKN algorithm. Then the controller sends these decisions back only to the affected nodes including the nodes that will change their sleeping status or next-hop nodes will change.

Each interval can be described in Fig. 4 (the following steps are applied for every node $N_i$).

We can see from Fig. 4 that SDN based architecture is applied to each node, which has the following advantages:

1. All the decisions are made by the controller which is usually connected with constant power supply.
2. Each node transmits its beacon data via certain route in the initial full topology and transmits its main data only to the next-hop node based on the decision made by the controller.
3. There is no data exchange (broadcasting) between nodes to calculate its own status during the whole interval. Hence, there is no broadcasting during the entire network lifetime, which dramatically reduces the total transmission times during the network lifetime.
4. Controller only transmits decision packet to the nodes whose sleep status or next-hop nodes will change.

Detailed differences between SDN-ECCKN and EC-CKN algorithm are summarized in Table 3.

From Table 3 it is clear to see that according to these differences, the proposed SDN-ECCKN algorithm removes the broadcasting procedures within each time interval. Each node transmits beacon data to the controller via certain route, which has already been pre-defined initially. There is no data exchange (broadcasting) between nodes during the entire lifetime of the network. Hence, the total transmission times during the network lifetime decrease which saves energy and prolongs the lifetime of the entire network.

4. Results and analysis

We simulate the entire network and test several important parameters which can directly reflect the performance of the network. The total simulation area is a square with $200 \times 200$ and the number of nodes is 150. Nodes are randomly deployed in this area and each node is allocated with the same energy at the beginning of the simulation.

Firstly, EC-CKN algorithm is applied to the randomly deployed network and then SDN-ECCKN algorithm is implemented in the same network topology.

4.1. Network residual energy

We compare network Residual Energy Rank after each time interval for EC-CKN and SDN-ECCKN algorithm under different K values. Figure 5 shows the simulation result. Residual Energy Rank is defined as

$$\text{Residual energy rank} = \frac{\sum_{i=1}^{n} E_i}{N \cdot E_{\text{initial}}} \times 100\%$$ (6)
where $E_{\text{initial}}$ is the initial energy allocated to each node at the beginning which is the same for each node.

By applying the proposed SDN-ECCKN algorithm, the total number of intervals experienced in the same network topology dramatically increase for all scenarios when $K = 2, 3, ..., 10$, which means the lifetime of the network increases as well. The residual energy after each interval by applying SDN-ECCKN algorithm is much higher than EC-CKN algorithm. In addition, the relationship between residual energy and the number of intervals is almost linear in SDN-ECCKN algorithm, which reveals that the energy consumption of each interval is almost the same, leading to the easier management of the network energy. Our SDN-ECCKN algorithm is able to increase the entire network lifetime efficiently.

### 4.2. Number of alive nodes

The number of alive nodes after each interval is another important parameter that can directly reflects the network performance. Simulation results in Fig. 6 apparently show the superiority of the SDN-ECCKN algorithm under different $K$ values. After each interval, the number of alive nodes is obviously higher when it is applied with the proposed SDN-ECCKN algorithm. Even near the end of the network lifetime, the number of alive nodes is much higher, which indicates that the energy consumption in the network is well balanced at each node during the entire WSN lifetime.

### 4.3. Number of solo nodes

Solo nodes are the nodes that do not have any neighbors. Although solo nodes might have enough residual energy, these nodes are isolated from the network, which greatly affect the network connectivity and the balance of network energy consumption. Figure 7 shows the advantage of the proposed SDN-ECCKN algorithm with less solo nodes during the entire network lifetime under different $K$ values. This advantage is even more distinct on the latter period of the network lifetime.

### 4.4. Network lifetime vs. $K$ value

We also compared the entire network lifetime under different $K$ values. The value of $K$ greatly affects the network lifetime. However, the relationship between $K$ and the network lifetime is nonlinear. Figure 8 depicts this relationship. Overtly, the proposed SDN-ECCKN algorithm achieves remarkable preponderance on network lifetime.

In summary, the proposed SDN-ECCKN algorithm has longer network lifetime, more alive nodes, and less solo nodes during the network lifetime under different scenarios when $K = 2, 3, ..., 10$.

### 5. Conclusion

In recent WSN research, network energy management has always been a difficulty. In this paper, a Sleep scheduling algorithm named SDN-ECCKN is proposed to address this issue. The key point of SDN-ECCKN is to adopt SDN based network architecture to the network instead of traditional WSN architecture for the purpose of reducing the total transmission times during the network lifetime. The famous ECCKN algorithm is regarded as the fundamental algorithm because of its unique feature that direc-

---

**Table 3**

Differences between SDN-ECCKN and EC-CKN algorithm.

<table>
<thead>
<tr>
<th>Interval</th>
<th>Step</th>
<th>SDN-ECCKN</th>
<th>EC-CKN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Begin</td>
<td>Get the information of current remaining energy</td>
<td>Get the information of current remaining energy</td>
<td></td>
</tr>
<tr>
<td>①</td>
<td>Each node keeps awake to send beacon data to the controller following the route in the initial network topology</td>
<td>Each node broadcasts the beacon data twice to obtain the energy ranks of its current 1-hop and 2-hop neighbors</td>
<td></td>
</tr>
<tr>
<td>Beacon</td>
<td>Controller makes decision of sleep status of every node in the network according to the beacon data sent by nodes and updates the network topology based on the ECCKN algorithm. Then controller sends these decisions to all the affected nodes</td>
<td>Each node makes decision of its sleep status based on the energy ranks acquired by broadcasting the beacon data twice</td>
<td></td>
</tr>
<tr>
<td>Execution</td>
<td>Each node executes the decision: go to sleep or keep awake to send main data in each interval</td>
<td>Each node executes the decision: go to sleep or keep awake to send main data in each interval</td>
<td></td>
</tr>
</tbody>
</table>

"Run the above at each node."
Fig. 6. The number of alive nodes after each interval under different $K$ values.

Fig. 7. The number of solo nodes after each interval under different $K$ values.
tly reflects the energy consumption of the entire network. The detailed network model and relevant energy parameters are presented as well. Finally, by applying the proposed SDN-ECCKN algorithm, the network performance has been prominently reinforced. Our simulation results show the great improvement of network lifetime, number of alive nodes and number of solo nodes. In future work, how to apply our SDN-ECCKN algorithm in dynamic WSNs will be further investigated.
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Fig. 8. The relationship between $k$ value and network lifetime.
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